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Resumen—Actualmente, los Sistemas de Recomendación jue-
gan un papel fundamental en el comercio; por ello, este trabajo
implementa un innovador sistema de recomendación para una
empresa paraguaya. Este sistema de recomendación se vuelve
hı́brido al combinar varios métodos de recomendación. El sistema
busca recomendaciones personalizadas para sus usuarios, que
además de ser precisas, sean diversas y novedosas a la vez. En este
trabajo, el problema de brindar recomendaciones personalizadas,
ası́ como el problema de la diversidad máxima están modelados
como un problema de optimización de múltiples objetivos. La
propuesta es maximizar 5 objetivos: precisión, novedad y 3 métri-
cas de diversidad halladas con diferentes definiciones de distancia.
Para realizar las recomendaciones se proponen cuatro modelos
hı́bridos de recomendación. Se diseñó un algoritmo de toma
de decisiones personalizadas para seleccionar una solución del
conjunto Pareto óptimo. Resultados experimentales, utilizando la
base de datos de una empresa comercial paraguaya, demuestran
que las soluciones brindadas por las opciones propuestas son
preferidas a las soluciones tradicionales, vistas desde un punto de
vista puramente multi-objetivo. Este sistema de recomendación
fue implementado en una empresa comercial del Paraguay.

I. INTRODUCCIÓN

Los sistemas de recomendación son sistemas capaces de
generar recomendaciones significativas de una colección de
artı́culos a un conjunto de usuarios potencialmente interesados
[1]. Para implementar estos sistemas, es fundamental tener
información sobre los clientes, ya sean sus preferencias o su
historial de compras, entre otros datos relevantes. La importan-
cia de esta información radica en el conocimiento que puede
ser adquirido sobre el comportamiento del cliente. Dicho co-
nocimiento de los clientes contribuye a aumentar la proporción
de aciertos, entre las ofertas realizadas por la empresa y
las aprovechadas por un cliente. Los métodos utilizados para
crear o seleccionar una recomendación pueden ser divididos
en dos grupos: (1) métodos tradicionales, como serı́an las
técnicas basadas en contenido, filtrado colaborativo, conoci-
miento especı́fico de dominio, entre otras técnicas basadas en
un historial de los datos [2]; y (2) métodos no tradicionales
o no convencionales que no se basan necesariamente en un
historial de los datos disponibles para recomendar productos.
Ejemplos de estos métodos no convencionales podrı́an ser: (i)
métodos basados en opiniones de expertos de la empresa; (ii)
métodos impulsados por eventos (como cambios climáticos,
feriados, etc.); y (iii) métodos impulsados por el departamento

comercial (por ejemplo para incentivar el consumo de un
producto con sobre-stock).

Es factible conformar un sistema hı́brido de recomendación
mediante la complementación de dos o más técnicas de
recomendación. El fin de la construcción de estos sistemas
hı́bridos es el de brindar sugerencias cuya utilidad general sea
mayor a la obtenida por una sola técnica de recomendación
[3].

Existen distintos criterios de evaluación para analizar un
sistema de recomendación. El criterio más popular y relevante
es la precisión [4]. Sin embargo, estudios más recientes han
demostrado que la precisión por sı́ sola no garantiza una
alta satisfacción del usuario [5]. Propiedades adicionales tales
como diversidad, novedad, interpretabilidad, ocurrencia, entre
otras, también cumplen roles relevantes en el aumento de la
satisfacción de usuarios [6]. En consecuencia, este trabajo
enfocará sus criterios de evaluación en las siguientes métri-
cas: precisión, diversidad y novedad. Se propone entonces
maximizar simultáneamente los valores de cada métrica, en
un contexto de múltiples objetivos, del inglés Multi Objective
Problem (MOP) [7]. El problema ası́ planteado será resuel-
to con un Multi Objective Evolutionary Algorithm (MOEA)
especialmente diseñado para el efecto.

Como elemento innovador, este trabajo propone utilizar
por primera vez 3 métricas distintas de diversidad. Esto se
realiza con el objetivo de resolver el problema de la dispersión
máxima o diversidad máxima del inglés Maximum Diversity
Problem (MDP) [8] al escoger la lista de sugerencias propuesta
por un recomendador.

II. ESTADO DEL ARTE

II-A. Sistemas de Recomendación

Los sistemas de recomendación, del inglés Recommender
Systems (RS), han sido reconocidos como un tema relevante
por distintas comunidades de investigación [9]. Existen múlti-
ples implementaciones de RS para distintos tipos de enfoques,
útiles en el mundo real. Para este proyecto, resultan relevantes
trabajos anteriores que traten sobre implementaciones de RS
realizadas para negocios retail. Geuens et al. [10] proponen un
framework para configurar las recomendaciones basadas en
filtrado colaborativo. Las recomendaciones son derivadas de
un historial de compras. Sano et al. [11] proponen un sistema



de recomendación para una tienda retail teniendo en cuenta la
escasez de datos. Las evaluaciones de la métrica de precisión
son realizadas con las categorı́as de los productos y no con
los productos en sı́.

Los métodos utilizados para realizar recomendaciones en
los trabajos anteriores, en su mayorı́a, hacen uso solamente
de un tipo de recomendador y solo alternativamente de un
sistema hı́brido. Tradicionalmente, las estrategias hı́bridas de
recomendación consisten en la combinación de dos familias
diferentes de algoritmos, el filtrado basado en el contenido
y el colaborativo [12], [13]. Tanto en [12] como en [14], se
encuentra una recopilación de datos muy interesante sobre RS
que incluyen: (1) métodos para realizar las recomendaciones;
(2) algoritmos de predicción y; (3) varias medidas utilizadas
para evaluar los RS utilizados en la actualidad. Incluso, en
[15] y [16] se propusieron enfoques para RS multi-objetivo
o multi-criterio. Nikzad–Khasmakhi et al. [17] presentan el
estado del arte de los sistemas expertos de recomendación,
sus ventajas y desventajas, considerando también las diferentes
técnicas empleadas en la actualidad.

Según Burke [18], los sistemas hı́bridos de recomenda-
ción pueden ser divididos en las siguientes categorı́as: (1)
ponderado (weighted); (2) conmutado (switching); (3) mixto
(mixed); (4) por combinación de caracterı́sticas (feature combi-
nation); (5) por aumento de funciones (feature augmentation);
(6) cascada (cascade); y (7) meta-nivel (meta-level). Según
Ribeiro et al. [7], de estos siete tipos de técnicas hı́bridas,
tres no son apropiadas para combinar muchos algoritmos
de recomendación. Por ejemplo, el tipo de combinación de
caracterı́sticas es un hı́brido que ni siquiera combina los algo-
ritmos de recomendación. El tipo cascada, es apropiado para
pocos recomendadores, debido a la desvinculación existente
entre un algoritmo y el siguiente. Finalmente, el tipo de meta
nivel requiere secuencias muy especı́ficas de algoritmos. Estas
secuencias son difı́ciles de implementar para dos algoritmos,
y mucho más para varios algoritmos.

Se han propuesto varios enfoques de recomendación con el
objetivo especı́fico de proporcionar al usuario las sugerencias
más precisas posibles [19]. Algunos ejemplos de trabajos rea-
lizados sobre sistemas hı́bridos de recomendación que buscan
aumentar la precisión son los siguientes: Kaššák et al. [20] y
Kardan y Ebrahimi [21]. En general, como métrica de eva-
luación de las recomendaciones, solamente se toma en cuenta
la precisión. Estudios más recientes han demostrado que la
precisión por sı́ sola no garantiza una alta satisfacción del
usuario [5]. Como resultado de esta constatación, la atención
también se ha dedicado a otras propiedades asociadas con
elementos sugeridos, como la diversidad y la novedad [22].
Kunaver y Pozrl [23] presentan el estado del arte de distintas
métricas de diversidad utilizadas en los RS. En Zhou et al.
[24], los autores demostraron que la elección entre precisión
y diversidad no es necesariamente un dilema. En dicho artı́culo
se concluyó que es posible lograr simultáneamente ganancias
en precisión y diversidad al proponer enfoques hı́bridos.

Generalmente, la novedad recomienda artı́culos de cola
larga, es decir, aquellos artı́culos a los que pocos usuarios

han accedido. Vargas y Castells [25] presentan estrategias
hı́bridas que combinan el método de recomendación de filtrado
colaborativo con técnicas de dispersión en grafos, para mejorar
la novedad. Celma y Herrera [26] en lugar de evaluar la
novedad en términos de los ı́tems de cola larga, adoptan un
enfoque alternativo. Este enfoque evalúa la novedad siguiendo
los caminos que van desde las recomendaciones hasta la
cola larga, usando enlaces de similitud. El trabajo de Celma
y Herrera [26] es el primero (hasta donde se conoce) que
propone un método hı́brido multi-objetivo en término de tres
métricas: precisión, diversidad y novedad.

Ribeiro et al. [9] proponen (i) la combinación de listas clasi-
ficadas (con un ranking) producidas por algoritmos existentes,
en una sola lista. A este método llaman ranking eficiente de Pa-
reto, y (ii) la combinación ponderada de algoritmos existentes
que resulta en un recomendador hı́brido. A este método llaman
hibridación Pareto-eficiente. Esta hibridación Pareto-eficiente
es encontrada mediante un EA (Evolutionary Algorithm) co-
nocido como Strength Pareto Evolutionary Algorithm, Version
2 (SPEA-II). Wang et al. [6] proponen un algoritmo evolutivo
multi-objetivo (MOEA), basado en descomposición, del inglés
Multi Objective Evolutionary Algorithm Based on Decom-
position (MOEA/D), para sugerir listas de recomendaciones
diversificadas para cada usuario. Notablemente, la información
del contenido de un ı́tem se toma en cuenta cuando se
diseña la función objetivo de diversidad. Esta propuesta no
utiliza un enfoque hı́brido de recomendación. Oliveira et al.
[27] proponen utilizar optimización multi-objetivo basada en
aspectos de diversificación, del inglés Multi Objective Aspect
Diversification (MOAD), para generar listas de recomenda-
ciones. La innovación del mencionado trabajo consiste en la
admisión de una especificación explı́cita de los aspectos que
pueden ser diversificados. El MOEA utilizado fue el Non-
dominated Sorting Genetic Algorithm, Version 2 (NSGA-II)
y no se presenta un enfoque hı́brido de recomendación. Los
objetivos a optimizar son precisión y diversidad. Algunos de
los trabajos mencionados anteriormente, como [6], [9], [27]
y [16], se centraron en optimizar los siguientes objetivos: (1)
precisión; (2) novedad y; (3) diversidad.

A diferencia de los trabajos anteriores, en este proyecto
se utilizará un método que hace uso de un MOEA para
combinar múltiples métodos de recomendación. El método fue
inicialmente propuesto por [18] y tuvo una implementación
previa en [9]. Por el contrario, proyectos como [6], [27] y
[28] no han implementado un sistema hı́brido. Este trabajo se
centrará en optimizar los siguientes objetivos: (1) precisión;
(2) novedad y (3) diversidad, ası́ como lo hicieron [6], [9],
[27] y [16].

Como elemento innovador, en este trabajo se implementa
por primera vez un método que no fue probado hasta ahora
en el entorno de los RS (hasta donde se conoce). Este método
es la dispersión máxima en un entorno multi-objetivo [8],
[29], dado que hasta hoy todas las implementaciones de
diversidad en los RS fueron en un entorno mono-objetivo (solo
considerando una única métrica de diversidad).



II-B. Dispersión máxima

El problema de la diversidad máxima o dispersión máxi-
ma, del inglés Maximum Diversity problem (MDP), presenta
un gran número de aplicaciones prácticas que surgen de la
búsqueda de los k elementos mas disı́miles de un conjunto de
datos. Este tipo de problema utiliza modelos de diversidad y
definiciones de distancia o disimilitud como forma de medir
que tan diferentes son los elementos de un conjunto dado.

En un contexto multi-objetivo, Vera et al. [29] presentan
por primera vez enfoques multi-objetivos para el problema de
diversidad máxima. Se proponen dos modelos de optimización
diferentes: (i) el modelo de diversidad máxima multi-objetivo,
donde el número k de elementos a ser seleccionados se define
a priori, y (ii) el modelo de diversidad media máxima multi-
objetivo, donde la cantidad de elementos k a seleccionar tam-
bién es una variable de decisión. Para resolver los problemas
formulados, se presenta un MOEA.

Machuca et al. [8] proponen la utilización de un algoritmo
evolutivo multi-objetivo (el reconocido NSGA-II), presentando
varios casos de prueba que demuestran la eficiencia del algo-
ritmo propuesto en comparación con la búsqueda exhaustiva.
Como diversos expertos pueden preferir diferentes definiciones
de distancia para problemas especı́ficos, el mencionado trabajo
propone resolver el MDP con un enfoque multi-objetivo, con-
siderando la utilización simultánea de múltiples definiciones
de distancia o disimilitud.

III. SISTEMAS DE RECOMENDACIÓN

Un sistema de recomendación es un conjunto de herra-
mientas y técnicas de software que proporcionan sugerencias
para que los artı́culos recomendados sean de utilidad para
un usuario. Las sugerencias se refieren a varios procesos
diferentes, tales como qué artı́culos comprar, qué música
escuchar, o qué noticias existen en lı́nea para leerlas [30].

Según Isinkaye et al. [12] existen tres tipos de retroali-
mentación en el proceso de recomendación: (a) implı́cita;
(b) explı́cita; e (c) hı́brida. En este trabajo se utiliza la
retroalimentación implı́cita. En este tipo de retroalimentación
el sistema infiere automáticamente las preferencias del usuario
mediante el seguimiento de sus diferentes acciones, pero sin su
intervención explı́cita. En el caso de este trabajo, los feedbacks
implı́citos se pueden conseguir analizando el comportamiento
de los clientes después de su compra.

En este trabajo se combinan dos tipo de recomendadores:
los tradicionales y los no tradicionales. Como recomendador
tradicional se utilizará el sistema de recomendación basado en
filtrado colaborativo. El filtrado colaborativo es una técnica
de predicción para contenido, independiente del dominio. La
técnica de filtrado colaborativo funciona construyendo una
base de datos (matriz de elementos de usuario, del inglés user-
item matrix), de los ı́tems preferidos (o comprados) por los
clientes. Luego, el algoritmo utilizado por el filtrado colabo-
rativo compara a los usuarios con intereses y preferencias de
modo a calcular similitudes entre sus perfiles para formular
recomendaciones [12].

Como recomendadores no tradicionales se proponen los
recomedadores por empresa y por experto. El recomendador
por empresa se define como el que sugiere productos en
base a intereses propios de la empresa, como vender artı́culos
especı́ficos; por ejemplo, para incentivar el consumo de un
producto con sobre-stock. El recomendador por experto se
define como el que sugiere productos en base al conocimiento
y experiencias de expertos en ventas de la empresa. Al agregar
los recomendadores no tradicionales al esquema, se podrá
contar con los siguientes beneficios: (1) servirá para enfrentar
el problema del cold start [2], (2) aumentará el nivel de
diversidad en las recomendaciones propuestas a un usuario,
y (3) serı́a de utilidad para guiar al módulo tomador de
decisiones.

En este trabajo se utilizarán las calificaciones únicas, del
inglés unary ratings. Este sistema de puntuación permite al
usuario u especificar una preferencia positiva para un ı́tem
j [2]. Es decir, la interacción de un cliente con un artı́culo
se representa con el valor “1”, mientras que la falta de
interacción, por practicidad, se representa con “0”.

III-1. Objetivos a optimizar: Con la motivación de tener
buenas listas de recomendación para los usuarios, los obje-
tivos a optimizar son la precisión, novedad y diversidad. A
continuación se presenta una breve explicación de cada uno
de los objetivos: (1) precisión, indica la forma en que los ele-
mentos recomendados satisfacen las necesidades del usuario;
(2) novedad, está intrı́nsecamente vinculada a la noción de
descubrimiento y representa lo novedoso para el usuario que
son los elementos recomendados; y (3) diversidad, muestra
cuán diferentes son entre sı́ los elementos recomendados de
una lista. Los algoritmos para realizar recomendaciones como
el ALS, del inglés Alternating Least Squares y KNN , del
inglés K Nearest Neighbors se encargarán de asignar un
puntaje puj a cada item j en relación al usuario u. El puntaje
puj sirve para conocer el nivel de relevancia que tiene un
item j para un usuario u, según el algoritmo utilizado. Es
imposible calcular las verdaderas preferencias de los usuarios
en la etapa de entrenamiento [31]. Por lo tanto, se utilizan
las calificaciones estimadas de los artı́culos. El promedio de
precisión a utilizar en este trabajo es el siguiente [32]:

eprecision(L) =
1

k

∑
l∈L

pul (1)

donde L es una lista de recomendación, k es la longitud
de la lista de recomendación, l es un elemento de la lista
de recomendación, u es el usuario al que le corresponde las
recomendaciones y pul es el puntaje asignado para un artı́culo
l de la lista L, para un usuario u.

La novedad en RS se refiere a cuán diferentes son los ı́tems
recomendados con respecto a los que un usuario ya ha visto
antes. Una posibilidad para medir el nivel de novedad de una
recomendación es utilizar la novedad basada en popularidad
que fue propuesta por Castells et al. [22], expresada como
la probabilidad de que un ı́tem j sea visto por un usuario
seleccionado aleatoriamente, que es estimada como:



P (visto|j) =
|u ∈ C|r(u, j) 6= φ|

|C|
(2)

donde C es el conjunto de todos los usuarios, u es un usuario,
j es un ı́tem y r(u, j) es la valoración de un usuario a un ı́tem.
Entonces se puede definir novedad como [22]:

novedad(L(u)) =
∑

j∈L(u)

(1− P (visto|j)) (3)

donde L(u) es una lista de recomendación para un usuario u.
La diversidad en RS se refiere a cuán diferentes (o distantes)

son los objetos recomendados unos de otros. La diversidad
media de los ı́tems de una lista L está dado por [32]:

div(L) =
1

k(k − 1)

∑
g∈L

∑
l∈L,l 6=g

d(g, l) (4)

donde k es la longitud de la lista de recomendación, g es un
elemento de la lista de recomendación, l es otro elemento de
la lista de recomendación y d(g, l) es una función de distancia
que asegura la simetrı́a, como:

d(g, l) = 1− sim(g, l) (5)

teniendo en cuenta que sim(g, l) ∈ [0, 1] es alguna medida
de similaridad (como por ejemplo la de coseno). Entonces,
div(L) está dado por el promedio de disimilaridad entre
todos los pares de ı́tems contenidos en L. Un valor mayor
corresponde a más diversidad.

III-A. Métricas de evaluación de las recomendaciones

Se utilizarán las métricas de ranking basadas en la carac-
terı́stica operativa del receptor, del inglés Receiver Operating
Characteristic (ROC) [2]. Se puede suponer que se desea
seleccionar un sub-conjunto de k ı́tems de una lista L, para re-
comendar al usuario. El conjunto de elementos recomendados
se denota por S(k), por lo que |S(k)| = k. Se propone que
G represente el verdadero conjunto de elementos relevantes
(positivos verdaderos) que consume el usuario. Luego, para
cualquier tamaño k dado de la lista recomendada, la precisión
se define como el porcentaje de elementos recomendados que
verdaderamente resultan ser relevantes (es decir, consumidos
por el usuario) [2].

precision(k) =
|S(k) ∩G|
|S(k)|

(6)

La recuperación, del inglés recall se define como el por-
centaje de positivos verdaderos G, que se han recomendado
como positivos para una lista de tamaño t.

recall(k) =
|S(k) ∩G|
|G|

(7)

Una forma de crear una medida única que resuma tanto la
precisión como la recuperación es la medida F1 [33], que es
la media armónica entre la precisión y la recuperación:

F1(k) =
2.precision(k).recall(k)

precision(k) + recall(k)
(8)

Las listas finales de recomendación también serán evaluadas
en este trabajo en términos de novedad y diversidad, arriba ya
definidas.

IV. PROBLEMAS MULTI-OBJETIVO

El problema que se trata en este trabajo es multi-objetivo
(MOP). Muchas veces estos problemas tienen objetivos con-
flictivos entre sı́. Cuando se tiene más de un objetivo, se vuelve
usual la necesidad de elegir entre un conjunto de soluciones
no comparables (igualmente buenas desde un punto de vista
matemático), debido a que puede no existir una única solución
óptima del problema [34]. Se presentan a continuación las
definiciones usadas en este trabajo.

Dominancia Pareto: Dados dos vectores de decisión q̇, ż,
se dice que q̇ domina a ż lo que se denota como q̇ � ż, si
y solo si q̇ es mejor o igual a ż en todos los objetivos y es
estrictamente mejor en al menos un objetivo [35]. Conjunto
Pareto Óptimo: el Conjunto Pareto Óptimo, representado como
P∗, se define como el conjunto de todas las soluciones
factibles no dominadas en el espacio de decisión X . Frente
Pareto Óptimo: el Frente Pareto Óptimo, que se expresa como
PF∗, se define como la imagen en el espacio objetivo del
Conjunto Pareto Óptimo P∗ [34]. Relacion de preferencia:
Dados dos vectores de decisión q̇ y ż ∈ X , se dice que
q̇ es preferido a ż si ȧ objetivos de q̇ son mejores que los
correspondientes objetivos de ż y solo ȧ′ (ȧ′ < ȧ) objetivos
de ż son mejores que los objetivos correspondientes en q̇ [36].
En otras palabras, q̇ es preferido a ż si q̇ tiene más objetivos
que resulten mejores que ż. Un ejemplo podrı́a ser el siguiente,
ż y q̇ tienen 3 objetivos cada uno, ż tiene 2 objetivos mejores
(ȧ = 2) y uno peor que q̇ (ȧ′ = 1), entonces ż es preferido
porque 2 > 1.

V. PROBLEMA DE DIVERSIDAD MÁXIMA

El problema de la Diversidad Máxima (MDP) consiste en
seleccionar un subconjunto de elementos de forma que la
medida de diversidad del conjunto sea maximizada [37]. Es
decir, consiste en seleccionar un subconjunto K̇ =

{
î
}
, î =

1, ....
∣∣∣K̇∣∣∣ de un conjunto J =

{
ĵ
}
, ĵ = 1, .... |J | (

∣∣∣K̇∣∣∣ < |J |),
de forma a maximizar la diversidad entre los elementos del
subconjunto K̇ seleccionado. La medida de diversidad o
medida de dispersión (div) está relacionada a una definición
de distancia d, por lo tanto, para resolver el MDP necesitamos
generar la matriz de distancias (o disimilitudes) inter-elemento,
para luego maximizar la diversidad.

V-A. Resolución del problema de la diversidad máxima en
un contexto multi-objetivo

Según Machuca et al. [8], cada especialista puede preferir
una definición de distancia d diferente. En consecuencia, surge
la necesidad de resolver este problema como un problema



de optimización multi-objetivo, dado que diferentes investi-
gadores pueden preferir definiciones distintas de distancia (o
disimilitud).

El problema MDP multi-objetivo se plantea como [8]:

Maximizar
−→
div = [div1(K̇)]...divk̂(K̇)]T ∈ Rk̂ (9)

donde k̂ representa la cantidad de métricas de distancia con-
sideradas y la i − ésima función objetivo divi(K̇) se define
como:

divi(K̇) =
∑
g<l

dig,l; donde i ∈ 1...k̂, g, l ∈ K̇ (10)

dig,l representa la i−ésima definición de distancia considerada
entre 2 ı́tems g y l, pertenecientes a K̇.

VI. PROPUESTA DEL TRABAJO

VI-A. Caso de estudio

Se considera una empresa de electrodomésticos, que de-
nominamos “Empresa 1”. La Empresa 1 desea ofrecer re-
comendaciones personalizadas de productos a sus clientes
por diferentes medios: (1) telefónico; (2) mensajes de texto;
(3) aplicaciones para teléfonos celulares; entre otros medios.
El negocio en cuestión, está interesado en conocer cuáles
podrı́an ser los productos de interés para cada consumidor
en particular. La información que se tiene disponible es
el historial de compras de sus clientes. Según la Empresa
1, el comportamiento de compra de sus clientes tiene dos
caracterı́sticas: (1) compras de un artı́culo por vez, es decir que
la cantidad de artı́culos en el carro de compras de un cliente,
en general, es uno; y (2) compras de artı́culos no repetidos,
es decir, que los usuarios, en general, no realizan la compra
de un artı́culo ya adquirido con anterioridad.

Este comportamiento podrı́a explicarse en parte por los tipos
de artı́culos vendidos, ya que son productos de costos elevados
y de prolongada duración, por lo que no hay necesidad de una
compra recurrente de un mismo artı́culo. Un ejemplo podrı́a
ser una heladera de un precio elevado que no se necesita
renovarla constantemente.

VI-B. Descripción general del proyecto

Este proyecto trata de la implementación de un innovador
sistema de recomendación, basado en la extracción de datos
necesarios del ERP de la empresa en cuestión. Se define el
tipo de retroalimentación a ser utilizada como implı́cita. Se
seleccionan los recomendadores y los métodos a utilizar para
realizar las recomendaciones de entre las opciones propuestas
en este trabajo. Se proponen 4 opciones de solución detalladas
más abajo. Estas opciones generarán como resultado conjuntos
Pareto P∗ que serán analizados por un módulo tomador de
decisiones o una persona fı́sica (experto) para seleccionar un
único individuo (o lista L de ı́tems a ser finalmente recomen-
dada a un usuario u) del conjunto de posibles soluciones P∗.

VI-C. Diseño de la solución

En el proceso general de recomendación en un entorno
multi-objetivo se tiene un universo U, formado por ı́tems j. Es-
te universo U es analizado con un optimizador multi-objetivo
al momento de proponer una lista L de recomendación.
El optimizador forma una población, donde cada individuo
representa a una lista de recomendación L, por lo que una
población de z individuos es denotada como L1, L2, ..., Lz .
Como siguiente paso, se calculan las funciones de aptitud, del
inglés fitness, para cada individuo. Mediante operaciones de
selección, cruzamiento y mutación se evoluciona la población
hasta obtener las soluciones buscadas. Como resultado de este
proceso se obtiene un conjunto Pareto P∗, en el cual están
contenidas las mejores soluciones no dominadas. Un tomador
de decisiones seleccionará una lista de las contenidas en el
conjunto Pareto P∗ utilizando la estrategia que considere ade-
cuada. Las 4 opciones presentadas implementan variaciones
en cualquiera de los pasos del proceso de recomendación
arriba descripto. Por limitaciones de espacio, solo se explica
brevemente cada una de las 4 opciones.

VI-C1. Opción 1: Para esta opción se utilizan distintos
tipos de recomendadores tradicionales de manera a formar
un sistema hı́brido de recomendaciones. Podrán ser agregados
también recomendadores no tradicionales si se desea aumentar
el nivel de diversidad en los resultados, pero a costa de perder
personalización. El conjunto de los recomendadores utilizados
es denotado como M1, M2, ..., Mq , siendo M un recomen-
dador y q la cantidad de recomendadores. Cada uno de estos
recomendadores expondrá como resultado una única lista de
recomendación con artı́culos ya ordenados en un ranking. El
ranking se obtiene mediante un valor de predicción asignado
por cada recomendador a cada artı́culo. Los recomendadores
tienen distintas formas de asignar valores a las predicciones,
por ende los resultados deberán pasar por un proceso de
normalización Norm. El proceso de normalización Norm
es necesario para poder clasificar las recomendaciones a un
mismo nivel y ası́ poder compararlas. Siendo v ∈ Rk el vector
de las valoraciones o ratings de cada elemento, j ∈ Lm,
m ∈ {1, 2, .., q}, se define v̂ ∈ Rk como el vector de rating
normalizado v̂j = vj ∗ Normm ∀j ∈ {1...k}, donde k es
el tamaño de la lista de recomendación. L̂m es la resultante
de la lista de recomendación normalizada, correspondiente a
un recomendador Mm. Las listas resultantes serán utilizadas
para crear un nuevo universo U conformado por todos los
artı́culos de cada una de las q listas y solo por estos artı́culos.
El fitness de cada individuo del algoritmo de optimización se
calcula en base a la diversidad y la novedad. La precisión
no es calculada en esta opción debido a que se asume que
todos los artı́culos que fueron incluidos en el nuevo universo
U tienen un buen nivel de personalización. Se tendrán como
objetivos del optimizador, maximizar las distintas métricas de
diversidad y la novedad, arriba descriptas.

VI-C2. Opción 2: Esta opción se diferencia de la Opción
1 en que no se permite utilizar los recomendadores no tradicio-
nales, debido a que se hace uso del rating calculado por cada



Figura 1. Esquema del recomendador Opción 2.

recomendador tradicional, considerando que los recomendado-
res no tradicionales no poseen un rating asociado. El fitness
se calcula considerando la precisión, diversidad y novedad de
la lista. Se utiliza la precisión como estimación de la exactitud
de la lista en la función de fitness. Las estimaciones de
predicciones brindadas por los recomendadores son utilizadas
como precisión, dado que en las simulaciones se asume no
conocer los datos del conjunto de prueba [31]. Se puede
observar el diseño de esta opción en la Figura 1.

VI-C3. Opción 3: Esta opción es un caso especial de
la Opción 2 arriba presentada anteriormente. La diferencia
se centra en la asignación de ponderaciones (o pesos) a
los ratings de los artı́culos, dependiendo de cual fue el
recomendador tradicional que lo sugirió. Los ı́tems j del
recomendador más relevante serán ponderados de una mejor
manera que el de los otros recomendadores. La relevancia de
los recomendadores se mide con la exactitud, obtenida en este
caso mediante un conjunto de validación. Una vez que los
ratings de los ı́tems obtengan sus nuevos valores, pasarán a
formar parte del universo U .

VI-C4. Opción 4: Para esta opción se utilizará todo el
conjunto de artı́culos, para conformar el universo U . Este
universo será tratado con un optimizador multi-objetivo que
calcula listas de recomendaciones L1, L2, ...,Lz donde z ∈ N
indica el número de soluciones del conjunto Pareto P∗. El
fitness utilizado considera la exactitud (en función al conjunto
de validación), diversidad y novedad de la lista. Claramente, el
espacio de búsqueda es mucho mayor por lo que se esperarı́a
un tiempo de computo considerablemente mayor para obtener
buenas soluciones.

VI-D. Tomador de decisiones

En este proyecto se propone utilizar el término tomador
de decisiones, en adelante TD, como un módulo encargado
de seleccionar una solución de entre todas las soluciones no
comparables que resulten de la optimización multi-objetivo. El
TD elige una solución (lista L) del conjunto Pareto retornado
por el módulo optimizador multi-objetivo. Se deberá elegir la
polı́tica por defecto a utilizar en la elección de solución. Las

estrategias para la selección de la solución podrı́an ser: (1) el
punto más lejano al origen de coordenadas; (2) la solución
más cercana a una lista de recomendación no tradicional (se
propone esta opción para dar una inclinación comercial a las
recomendaciones); (3) por pesos asignados a los objetivos (se
propone esa solución de manera a definir explı́citamente la
importancia de cada objetivo); y (4) orden lexicográfico (se
debe tener pre-definido explı́citamente el orden de importancia
de los objetivos).

VI-E. Problema de recomendación multi-objetivo y problema
de la dispersión máxima

Este trabajo propone resolver el MDP multi-objetivo dentro
de las listas de recomendación, utilizando varias matrices
de distancia, obtenidas cada una de ellas con una definición
diferente de distancia, sobre la misma base de datos, convir-
tiéndose ası́ cada una, en la matriz de entrada que permite
calcular cada función objetivo del problema MDP, como se
propone en [8]. Existen definiciones diferentes de distancia,
de entre las cuales este trabajo en principio solo considera
las 3 siguientes: coseno, euclidiana y de Jaccard. Se pueden
encontrar 65 definiciones de distancia diferentes, en [8].

Los objetivos a optimizar serı́an los siguientes: (1)
exactitud; (2) novedad; (3) diversidad1 (coseno); (4)
diversidad2 (euclidiana) y; (5) diversidad5 (jaccard). En-
tonces, el problema puede ser planteado como:

Maximizar
−→
Y (x) = {Fe(x), Fn(x), Fd1(x), Fd2(x), Fd3(x)}

(11)
siendo Fe la función de exactitud, Fn la función de nove-
dad y Fd1 la función de diversidad1, Fd2 la función de
diversidad2, Fd3 la función de diversidad3.

VII. IMPLEMENTACIÓN

VII-A. Conjunto de datos

Luego de un análisis del contenido de la base de datos de
la Empresa 1, se extrajo el historial de ventas de los usuarios,
los artı́culos, clasificaciones (de estos artı́culos) y cantidad
de compras de los mismos. Este conjunto de datos implica
17.080 clientes, 2.319 artı́culos y 33.422 transacciones. Estos
datos representan las compras realizadas por los clientes. La
información obtenida fue tratada como feedback implı́cito.

VII-A1. Preprocesamiento y transformación de datos: El
primer paso fue el filtrado de la información correspondiente.
Mediante este filtrado sobre el conjunto total de datos, se pudo
remover datos conflictivos. Si los datos no son preprocesados,
la información con la cual se trabaja podrı́a estar “sucia” o
distorsionada, pudiendo resultar en inconsistencia de datos.
Los datos se filtran de la siguiente manera: (1) se identificaron
los datos nulos y faltantes, tomando la decisión de eliminarlos;
(2) se identificaron artı́culos duplicados (ya sea por error de
escritura del usuario que lo cargó u otro motivo) y se procedió
a unificarlos.

Como segundo paso se recalculó la cantidad de usuarios,
cantidad de ı́tems, transacciones y se computó la dispersión



de la matriz usuario-item formada [2]. Se utilizaron las clasi-
ficaciones de los ı́tems y no los ı́tems en sı́. Se implementó
esta técnica con el objetivo de disminuir la dimensión de la
matriz de recomendaciones R [2], disminuyendo el tamaño
de b (cantidad de ı́tems) a c (cantidad de clasificaciones).
Un ejemplo simple serı́a el siguiente: un celular Samsung
galaxy y un celular Huawei P9, forman parte de la clasificación
denominada “Celular”. Esta técnica fue implementada por
Sano et al. [11] que indica que si se entrenan y se evalúan con
artı́culos se observa que el promedio de exactitud es de 1.8 %.
Si en cambio se entrenan y se evalúan con clasificaciones el
promedio de exactitud asciende a 22 %. Por lo expuesto, se
decidió utilizar las clasificaciones de los artı́culos.

Posteriormente se agruparon todas las compras de los
usuarios, de manera a conocer la frecuencia de compra de
los productos, por cada usuario. Se optó por realizar una
transformación de los datos originales a datos únicos con lo
cual podemos representar por “1” al producto adquirido por
un usuario y “0” en caso contrario.

Con el conjunto de datos convertidos a unarios, se construye
una matriz dispersa de dimensión 932 x 215 siendo 932 la
cantidad de clientes, 215 la cantidad de clasificaciones de
artı́culos y su contenido las transacciones obtenidas de los
datos seleccionados que suman 5.136.

VII-B. Recomendadores y configuraciones

Los datos inicicales se dividieron en tres grupos: datos de
entrenamiento, datos de validación y datos de prueba. Para
realizar la configuración de algoritmos se utilizaron datos de
validación de modo a sobre-alimentar al modelo. La configura-
ción para el algoritmo ALS fue: factores = 10, alpha = 15,
regularizacion = 0, 1 e iteraciones = 40. La configuración
para la realización del entrenamiento del modelo utilizando
el algoritmo KNN fue de K = 10, siendo K el número
de vecinos definidos. La configuración para la realización
del entrenamiento del modelo utilizando el algoritmo BM25
(KNN con variación Best Matching 25) fue de K = 90.

Los recomendadores multi-objetivo utilizan un MOEA
conocido como Non-dominated Sorting Genetic Algorithm,
Version-2 NSGA-II [38]. Se eligió este algoritmo porque es
reconocido como el MOEA más representativo del estado
del arte [39]. Para las opciones 1, 2 y 3 se eligieron 150
generaciones. Para la Opción 4 se eligió inicialmente el mismo
número de generaciones para que los tiempos de corrida sean
similares a pesar de tener una entrada U considerablemente
mayor. Para las opciones 1, 2 y 3 se eligió una población
inicial de 300 individuos debido a que la cantidad de elementos
de entrada es considerablemente menor que para la Opción
4. En efecto, para la Opción 4 se eligió una población
inicial de 500 individuos debido a que posee una mayor
cantidad de elementos de entrada. Para todas las opciones se
definió un porcentaje de mutación alto de 0, 3. Las listas de
recomendación generadas son de 6 elementos en todos los
casos presentados en este trabajo.

VII-C. Herramientas utilizadas

Para la construcción y programación del sistema de reco-
mendación se utilizó el lenguaje de programación Python. Para
la implementación de la optimización multi-objetivo dentro
del sistema de recomendación se utilizó la librerı́a Deap
[40]. Para la implementación de los algoritmos dentro del
sistema de recomendación se utilizó la librerı́a Implicit (https:
//github.com/benfred/implicit). En esta librerı́a se encuentran
implementados los algoritmos ALS y KNN (con variaciones).
Estos algoritmos fueron modificados para aceptar y operar con
datos implı́citos.

VII-D. Métricas de evaluación

Las métricas utilizadas para medir el impacto de las reco-
mendaciones son: exactitud, novedad y 3 métricas de diversi-
dad. Para medir la exactitud, se utilizó la relación F1 debido
a que las listas de recomendación no se evalúan a través de un
rating, sino a través de sus aciertos sobre el conjunto de datos
de prueba. Para medir la diversidad se codificó e implementó
la métrica definida en secciones anteriores, como también las
definiciones de distancia (Coseno, Jaccard y Euclidiana [8]),
y de igual manera se implementaron la métrica novedad y las
definiciones de dominancia y preferencia.

Para evaluar las recomendaciones en un entorno multi-
objetivo se utilizaron las definiciones de dominancia y pre-
ferencia de la sección IV.

VIII. RESULTADOS EXPERIMENTALES

El hardware utilizado es un computador con procesador
Intel r Core™i5 4570 con 24 GB RAM y sistema operativo
Deepin 15,5. El lenguaje de programación Python fue utilizado
para la implementación de los algoritmos y el cálculo de las
métricas experimentales.

A continuación se presentan la notación utilizada para
analizar los resultados. Knn es el K Nearest Neighbors,
Bm25 es el K Nearest Neighbors con variación utilizando
Bm25, Als es el Alternating Least Squares. Op1, Op2, Op3
y Op4 son las opciones de recomendador propuestas en este
trabajo. Op1O, Op2O, Op3O, Op4O representan las opciones
de recomendador combinado con la polı́tica de selección de la
distancia más lejana al punto de origen. Op1L, Op2L, Op3L,
Op4L representan las opciones de solución con la polı́tica
de selección de orden lexicográfico. Op1P , Op2P , Op3P ,
Op4P representan las soluciones con la polı́tica de selección
por pesos.

Para realizar los siguientes estudios se dividieron los datos
en 10 cortes, partiendo del conjunto inicial de datos. Es-
ta división de datos se realizó utilizando la técnica K-fold
[2], [41] y [42]. En los siguientes estudios se muestran los
promedios de los valores de exactitud, novedad y diversidad
en cada una de las 10 divisiones mencionadas. Para conocer
el número de corridas realizadas para obtener los resultados
experimentales que siguen, se debe considerar: (a) 4 opciones
de solución; (b) 3 polı́ticas de selección de decisión; (c)
3 corridas para encontrar los mejores valores de exactitud,
novedad y diversidad individualmente; (d) 3 recomendadores



tradicionales; y (e) 10 conjuntos de datos. Realizando el
siguiente cálculo ((a∗b∗c)+d)∗e) = ((4∗3∗3)+3)∗10) = 390
se tiene que los resultados que siguen generaron 390 modelos.
Cada modelo tiene una lista de recomendación para cada uno
de los 932 usuarios estudiados, esto es 390 ∗ 932 = 363,480
listas.

Los valores generados por los recomendadores tradicionales
serán utilizados como datos de referencia para realizar las
comparaciones respectivas. Estos valores base se encuentran
también en las tablas donde se realizarán las comparaciones.

VIII-A. Comparación de los recomendadores en un entorno
multi-objetivo

A continuación se evaluarán los resultados de los reco-
mendadores en un entorno puramente multi-objetivo. Se com-
pararán las recomendaciones brindadas en término de los 5
objetivos considerados: exactitud (utilizando F1), novedad y
las 3 métricas de diversidad. En una primera comparación de
dominancia no se pudo determinar cual recomendador utilizar,
porque la mayorı́a de las soluciones son no comparables entre
sı́. Entonces, con el objetivo de seleccionar un recomendador
de entre los diferentes propuestos se utilizará el concepto de
preferencia. En este caso se buscará el recomendador que
presente el mayor número de soluciones preferidas respecto
a los otros recomendadores.

VIII-A1. Comparación de preferencia: En las tablas I y II
se presenta la cantidad de veces que fue preferida la solución
presentada por cada recomendador, en 10 cortes. En la primera
fila de las tablas I y II ası́ como en la primera columna
se encuentran los recomendadores utilizados en el proyecto.
Las celdas de la tabla representan la intercepción entre dos
recomendadores. En estas celdas se muestran la cantidad de
veces que la solución de un recomendador fue preferida por
sobre la solución de otro recomendador. Como ejemplo se
podrı́a tener el siguiente caso en la Tabla I: el Knn (fila
4) es preferido a ALS (columna 2) 10 veces, por lo que
ALS nunca es preferido a Knn (fila 2, columna 4). El total
que se encuentra en la penúltima columna de la Tabla II
representa las veces que un recomendador brindó una solución
que fue preferida sobre otra solución, un ejemplo serı́a que
Op1O (fila 5) fue preferida 77 veces. El total de la penúltima
columna se calcula sumando la fila correspondiente a cada
recomendador. En la última columna se muestra un ranking
de los recomendadores preferidos, medidos con la relación de
preferencia. En la última fila de cada tabla se encuentra la
cantidad de veces que un recomendador brindó una solución
no-preferida, un ejemplo de ello en la Tabla I es Op1O
(columna 5) que dio 62 soluciones no-preferidas. El total de
la última fila se calcula sumando la columna correspondiente
a cada recomendador.

Para tener una métrica de preferencia de los recomendado-
res, se opta por hallar una relación preferencia/no-preferencia.
La relación preferencia/no-preferencia es hallada dividiendo
la cantidad de veces que un recomendador fue preferido
sobre las veces que no fue preferido más uno. La relación
preferencia/no-preferencia se define como:

Tabla I
Preferencia de recomendadores comparando otras polı́ticas estudiadas.

Rec Als Bm25 Knn Op1O Op1L Op1P Op2O Op2L Rank
Als X 0 0 0 0 0 0 0 13◦

Bm25 10 X 3 0 0 0 0 0 14◦

Knn 10 0 X 0 0 0 0 0 12◦

Op1O 10 10 10 X 0 0 1 0 9◦

Op1L 10 10 10 10 X 10 0 1 7◦

Op1P 10 10 10 9 0 X 1 0 5◦

Op2O 10 10 10 9 10 9 X 10 1◦

Op2L 10 10 10 10 9 10 0 X 3◦

Op2P 10 10 10 3 10 2 0 0 6◦

Op3O 10 10 10 9 10 9 4 10 2◦

Op3L 10 10 10 10 9 10 0 1 4◦

Op3P 10 10 10 2 10 1 0 1 8◦

Op4O 10 10 10 0 0 0 0 0 10◦

Op4L 0 0 0 0 0 0 0 0 15◦

Op4P 10 0 10 0 0 0 0 0 11◦
Total 130 100 113 62 58 51 6 23 -

Tabla II
Preferencia de recomendadores comparando con polı́ticas estudiadas.

(Continuación)

Rec Op2P Op3O Op3L Op3P Op4O Op4L Op4P Total Rank
Als 0 0 0 0 0 10 0 10 13◦

Bm25 0 0 0 0 0 10 10 33 14◦

Knn 0 0 0 0 0 10 0 20 12◦

Op1O 7 1 0 8 10 10 10 77 9◦

Op1L 0 0 1 0 10 10 10 82 7◦

Op1P 8 1 0 9 10 10 10 88 5◦

Op2O 10 5 10 10 10 10 10 133 1◦

Op2L 10 0 9 9 10 10 10 117 3◦

Op2P X 1 2 6 10 10 10 84 6◦

Op3O 9 X 10 10 10 10 10 131 2◦

Op3L 8 0 X 9 10 10 10 107 4◦

Op3P 4 0 1 X 10 10 10 79 8◦

Op4O 0 0 0 0 X 8 10 48 10◦

Op4L 0 0 0 0 2 X 0 2 15◦

Op4P 0 0 0 0 0 10 X 30 11◦
Total 56 8 33 61 92 138 110 X -

rel-preferencia =
preferidos

no-preferidos+ 1
(12)

Mediante los resultados presentados en las tablas I y II se
puede observar que los recomendadores multi-objetivo (menos
Op4L y Op4P ) obtienen consistentemente más soluciones
preferidas que los recomendadores tradicionales. Las mejores
soluciones en términos de relación de preferencia son Op2O,
Op3O, Op2P y Op3L en el orden presentado. Desde un punto
de vista multi-objetivo se concluye entonces que Op2O serı́a
el recomendador preferido, ya que presentó la mayor cantidad
de soluciones preferidas. También, se puede observar que la
polı́tica de selección de solución del punto más lejano al origen
tiene las mejores soluciones para cada opción de solución
(menos Op1). Es decir, OpXO es el recomendable de entre
las polı́ticas presentadas para OpX donde X ∈ {2, 3, 4}.

VIII-B. Tasa de aciertos

Esta sección se centra exclusivamente en la exactitud de
cada técnica de recomendación. La exactitud se mide por los
aciertos que tuvieron los recomendadores en el conjunto de
prueba. Para cuantificar los aciertos se utiliza la definición de
F1 (Sección III-A). En la Tabla III se presenta el promedio
de exactitud obtenido por cada recomendador. En la primera
columna de la Tabla III se encuentran los recomendadores
utilizados en el proyecto.

De los resultados presentados en la Tabla III se puede
apreciar que Op1P , Op1L y Bm25 en este orden, son las



Tabla III
EVALUACIÓN DE LA EXACTITUD

Recomendador F1 Nov Div 1 Div 2 Div 3 Rank.
Als 0.0685 0.9950 0.2086 0.1868 0.1695 12◦

Bm25 0.1440 0.9937 0.2311 0.4503 0.3239 3◦

Knn 0.1325 0.9933 0.2614 0.5865 0.3516 5◦

Op1O 0.0005 0.9238 0.2935 0.9142 0.5297 15◦

Op1L 0.2042 0.9998 0.1877 0.0013 0.0036 2◦

Op1P 0.2051 0.9998 0.1877 0.0013 0.0037 1◦

Op2O 0.0591 0.9231 0.2956 0.9253 0.5344 9◦

Op2L 0.0852 0.9998 0.1875 0.0012 0.0033 7◦

Op2P 0.0445 0.9260 0.2887 0.8841 0.5059 13◦

Op3O 0.0528 0.9232 0.2947 0.9233 0.5329 10◦

Op3L 0.0828 0.9998 0.1868 0.0012 0.0034 8◦

Op3P 0.0494 0.9242 0.2901 0.9049 0.5145 11◦

Op4O 0.0123 0.9572 0.2225 0.4550 0.2955 14◦

Op4L 0.1333 0.9963 0.1824 0.0220 0.0190 4◦

Op4P 0.1321 0.9963 0.1822 0.0220 0.0190 6◦

mejores opciones en términos de exactitud. Op1L y Op1P
muestran una mejorı́a por encima de los recomendadores
tradicionales, lo cual claramente es deseable.

VIII-C. Discusión

Mediante la comparación de preferencia realizada en la
Sección VIII-A1 se puede concluir que los recomendadores
propuestos (Op1, Op2, Op3 y Op4) son mejores en general
que los recomendadores tradicionales, visto desde un punto de
vista puramente multi-objetivo. Op2O fue el recomendador
con más soluciones preferidas y por ende el sugerido entre
las opciones comparadas. Se destaca que para Op2, Op3 y
Op4 la polı́tica de selección del punto más lejano al origen de
coordenadas es la que más soluciones preferidas generó. Op4
queda en los últimos lugares del ranking en la Tabla II debido
a que 150 generaciones no parecen suficientes para converger
el MOEA utilizado. No se aumentó el número de generaciones
con el objetivo de hacer una comparación contra las otras
opciones con tiempo de cómputo similares. Sin embargo,
posteriormente se realizó otro experimento aumentando el
tiempo de computo para Op4 y los resultados mejoraron
considerablemente volviendo competitiva a esta opción a costa
de un mayor tiempo de computo.

En un principio se propuso obtener mayor diversidad en
las recomendaciones, como la Empresa 1 lo sugirió. Sin
embargo, un alto nivel de diversidad no genera la tasa de
aciertos esperada. En la etapa de calibración se pudo observar
que el aumento de diversidad influı́a negativamente en la
tasa de aciertos de las recomendaciones. Luego de obtener
los resultados de la etapa de calibración, se detectó que la
diversidad no aumenta la tasa de satisfacción de los usuarios.
Esto fue evaluado fuera de lı́nea, con datos implı́citos del
cliente. Aún ası́, más diversidad en las recomendaciones puede
desempeñar un rol importante estando en contacto directo con
el cliente, lo cual puede no reflejarse en los datos implı́citos.

Si únicamente se busca optimizar la exactitud, se podrı́a
utilizar solamente los métodos de recomendación tradiciona-
les. Los recomendadores tradicionales de por sı́ obtienen una
buena tasa de aciertos y tienen un menor costo computacional.
En contrapartida, los recomendadores tradicionales por si
solos no están preparados para obtener un resultado diverso
y novedoso, menos si se los compara en un entorno multi-
objetivo. Para el caso de la Empresa 1, con Op1P y Op1L se

logró conseguir un aumento del 7 % en las tasa de acierto y
un mejor nivel de novedad con respecto a los recomendadores
tradicionales. Lógicamente, en el caso de dar prioridad a un
objetivo como exactitud en las recomendaciones, la polı́tica de
selección del punto más lejano al origen de coordenadas no
resultó ser el mejor criterio. Esto se debe a que esta polı́tica
de decisión elige una solución generalmente en medio de
todas las soluciones en el espacio objetivo, no asignando más
relevancia a ningún objetivo en particular. En contrapartida,
para la evaluación en un entorno multi-objetivo, es la polı́tica
que brinda las mejores soluciones de preferencia.

Las recomendaciones realizadas para la Empresa 1 en la
práctica son de las clasificaciones de un artı́culo. Un ejemplo
de clasificación es “celular de gama alta” y esto deja libre
la posibilidad de seleccionar la marca del “celular de gama
alta” al momento de ofrecer al usuario. Esto puede no ser
conveniente en el caso de que un cliente tenga preferencia por
una marca en particular y la empresa le ofrezca otra marca.

Finalmente, cabe destacar que para realizar las recomenda-
ciones comerciales correspondientes a la Empresa 1 se utiliza
el recomendador Op1P , el cual ha demostrado ser el más
exacto en comparación a otras opciones presentadas. En caso
de necesitar diversidad, se utiliza el recomendador Op3P u
Op1P pues estos han demostrado ser los recomendadores
con mayor cantidad de soluciones preferidas en cuanto a
diversidad. En caso de priorizarse la novedad, se utiliza Op1P ,
el cual ha demostrado obtener las soluciones más novedosas.
En el caso de obtarse por recomendaciones que maximicen
los 5 objetivos en un contexto puramente multi-objetivo, se
recomienda utilizar el Op2O. Para más información sobre los
experimentos, consultar [43].

IX. CONCLUSIÓN

El objetivo principal de este trabajo fué diseñar e imple-
mentar un sistema hı́brido de recomendación en un entorno
multi-objetivo, integrando el sistema mencionado al ERP de
una empresa paraguaya. El sistema recomendador cuenta con
recomendadores tradicionales, no tradicionales, ası́ como 4
opciones de recomendadores (3 de ellos hı́bridos). Estos reco-
mendadores hı́bridos se logran combinando los resultados de
otros recomendadores mediante un módulo optimizador multi-
objetivo. Este sistema recomendador es independiente pero a
la vez integrado al ERP. También se logró implementar reco-
mendadores no tradicionales y la utilización de tres métricas de
diversidad para realizar recomendaciones. Como aporte inno-
vador de este trabajo se confirmó que es posible implementar
la dispersión máxima en un entorno multi-objetivo utilizando
métricas distintas de distancia, en el proceso de estructuración
de listas de recomendación. Otro resultado relevante es que
las soluciones brindadas por las opciones propuestas en este
trabajo son preferidas a los obtenidas con recomendadores
tradicionales, visto desde un punto de vista puramente multi-
objetivo. Para avanzar y mejorar caracterı́sticas en la lı́nea de
este trabajo, se consideran los siguientes trabajos futuros: (a)
agregar más recomendadores, es decir, diferentes algoritmos
de recomendación; (b) evaluar otros casos de estudios, es decir,



otras empresas cliente; (c) utilizar otras métricas de diversidad;
(d) medir la exactitud en un entorno multi-objetivo utilizado
diferentes métricas alternativas; (e) formar un conjunto de
datos con feedbacks negativos; (f) agregar una interfaz para
poder utilizar feedbacks explı́citos; y (g) agregar más opciones
de solución.
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vol. 17, n.o 6, págs. 734-749, 2005.

[14] J. Bobadilla, F. Ortega, A. Hernando y A. Gutiérrez, “Recommender
systems survey”, Knowledge-based systems, vol. 46, págs. 109-132,
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[18] R. Burke, “Hybrid recommender systems: Survey and experi-
ments”, User modeling and user-adapted interaction, vol. 12, n.o 4,
págs. 331-370, 2002.

[19] A. Bellogin, P. Castells e I. Cantador, “Precision-oriented evaluation
of recommender systems: an algorithmic comparison”, en Proceedings
of the fifth ACM conference on Recommender systems, ACM, 2011,
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[30] F. Ricci, L. Rokach y B. Shapira, “Introduction to recommender
systems handbook”, en Recommender systems handbook, Springer,
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[40] F. A. Fortin, F. M. De Rainville, M.-A. Gardner, M. Parizeau y C.
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